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1 Reason for Contribution

Document OMA-ARC-2005-0142-OSE-Abstraction-Fix has been submitted to ARCH. 
2 Summary of Contribution

This document provides comments to OMA-ARC-2005-0142-OSE-Abstraction-Fix.
3 Detailed Proposal

3.1 Issues with OMA-ARC-2005-0142-OSE-Abstraction-Fix
3.1.2 Summary of issues

We agree with the need to mention that enabler implementations may be designed or deployed in different modes.
However, we note the following fundamental issues with the contributions that we then detail below:

· The key aspect of an enabler is what function it provides; not how it is designed nor how can it be deployed. Logical architectures and their pictures do not describe deployment options. Therefore no change should be made to the picture.

· The list of deployment or design options is not complete. Indeed not only can we have enabler designed or used in callable mode, proxy mode or both; but we also have enabler that are not used in any of these modes (e.g. enablers without interfaces like DTDs, Schemas, ….).

· The main example provided in the contribution is not correct:  a push gateway is not a proxy but a callable enabler with a callable interface and an interface to the terminal. 

· The notions of PE functionality and PEEM enabler implementations are confused.

Section 3.2 provides proposals for a way forward.
3.1.3 Details
3.1.3.1 Issues with motivations presented in OMA-ARC-2005-0142-OSE-Abstraction-Fix

There is no analysis or explanation in OMA-ARC-2005-0142-OSE-Abstraction-Fix about “different level of abstractions” among the OSE elements. Indeed, each of the identified entities in section 1 of OMA-ARC-2005-0142-OSE-Abstraction-Fix are in fact different layers in the separation of concerns inherent to the OSE:
Enabler Implementations, Enabler Bindings and Execution Environment represent different functional groupings, as does the policy enforcement mechanism. 

As stated in OMA-ARC-2005-0142-OSE-Abstraction-Fix, Enabler Bindings can be implemented / achieved / realized with many technologies, as can any other function including PE.

The possible challenge of representing an actor (application) can be addressed with a proposal to replace in figure 1 of OSE the different application with one box stating: “Requester (application or enabler or other resources)”. This is proposed again in more detail below.
3.1.3.2 Issues with proposal to add proxy enabler element and proposed text
We do agree with the analysis that some enabler implementation may be designed for usage as callable enabler, as proxy enabler or as both. This was widely discussed in 2003 and beginning of 2004 when we tried to appropriately narrow down the definition of enabler / enabler implementation and to define if the OSE addresses all enablers. But as stated in section 5.2.3 of OSEv1.0: “The OSE makes no restrictions on how enabler specifications are implemented”. 
Note that a push gateway is not a proxy but a callable enabler with a callable interface and an interface to the terminal

As such, there are no reasons to distinguish in the OSE basic architecture figure between enablers that are of different deployment models. Of course text could be added to section 5.2.3 to clarify and indeed mention existence of these different cases if it helps comprehension of the OSE.

We note also that PE is not an enabler implementation; it may be achieved by an OMA enabler (PEEM). So it is not PE that is callable or proxy but PE that can be achieved using PEEM in proxy mode or in callable mode.

3.1.3.3 Issues with proposed figure changes / additions
OMA-ARC-2005-0142-OSE-Abstraction-Fix proposes to add proxy elements to figure 1/new figure in OSEv1.0; with the same representation convention as the PE. This is not correct. PE is identified as a fundamental functionality of the OSE.  Its purpose is to protect and control access to the enablers and other resources of the domain. 
Individual enabler implementations in general do not constitute a layer. Accordingly, enabler implementations (that they be callable, proxy, both or none) are to be represented within the set of enabler implementation. Their mode of usage being solely decided by either what their role is or how they are deployed…

Anyway, as pointed out above the distinctions are only relevant to deployment models not to logical architecture diagrams.

3.2 Proposed way forward

We would propose the following changes to the text.

5.2.2     Enabler

The enabler (or its long form Service Enabler) concept is pervasive in OMA because enablers are the primary products of OMA (e.g. Enabler Releases and Enabler Packages). An enabler should specify one or more public interfaces.

Examples of OMA enablers include Location or Device Management.

The term enabler is formally defined in [OMA-DICT] but is copied here for the convenience of the reader:

Service Enabler - A technology intended for use in the development, deployment or operation of a Service; defined in a specification, or group of specifications, published as a package by OMA.

OMA enablers may be defined for usage in callable mode, proxy mode, both or in none of these modes.
5.2.3     Enabler implementation

Although specifications created by OMA are technology-agnostic regarding their implementation (as described by [ARCH-PRIN]), the reality is that enablers will be implemented in real deployments of service environments. Consequently, this document defines Enabler Implementations as an element in the OSE and it literally represents an implementation of an enabler, e.g. either in a Service Provider domain or in a terminal. An enabler implementation can be viewed as a template that represents an implementation of any enabler (e.g. MMS) as defined by OMA. When an enabler specifies multiple entities (e.g. client and server, multiple clients or multiple servers) and their interactions, each of these entities can be implemented as separate enabler implementations (e.g. client enabler implementation and server enabler implementation).

The OSE makes no restrictions on how enabler specifications are implemented.

Enabler implementations provide standardized functions. The enabler implementation may amalgamate, abstract and/or repackage a resource, and present its functions through an interface after binding to a particular syntax.

Enabler implementations expose life cycle management interfaces (e.g. start, stop, trace, etc) that allow the Service Provider to use infrastructure capabilities to manage the enabler's components.
OMA defines many enablers such as location and device management. In addition, other functions (e.g. authentication, access control, discovery and directories) may be provided either through enabler implementations, infrastructure features or applications (e.g. Third Party management and transaction management) available in the environment.

Enabler implementations may be invoked by applications or other enabler implementations. As mentioned earlier, OMA enablers may be defined for usage in callable mode, proxy mode, both or in none of these modes. They are all represented in the OSE as enabler implementations (see figure 1). Depending on their role or deployment model they will present an interface and be used as proxies or callable enablers.
The enabler implementations process the messages as defined by the enabler specification. The binding elements provide the specific syntax to express these messages in the selected format such as web services, Java or .Net.

3.2.2 Figure change

We are also proposing to change figure 1 as follows:

3.2.3 General

[…]




Figure 1 – Generic view of the OSE architecture.

[…]
4 Intellectual Property Rights

Members and their Affiliates (collectively, "Members") agree to use their reasonable endeavours to inform timely the Open Mobile Alliance of Essential IPR as they become aware that the Essential IPR is related to the prepared or published Specification.  This obligation does not imply an obligation on Members to conduct IPR searches.  This duty is contained in the Open Mobile Alliance application form to which each Member's attention is drawn.  Members shall submit to the General Manager of Operations of OMA the IPR Statement and the IPR Licensing Declaration.  These forms are available from OMA or online at the OMA website at www.openmobilealliance.org.

5 Recommendation

We do not accept that document OMA-ARC-2005-0142-OSE-Abstraction-Fix be agreed at this stage in terms of proposed text or figure changes / additions. We recommend that it be noted. 
A revision could be produced that addresses the changes proposed in the present contribution (section 3.2). It is of course also possible that ARCH directly agrees to these changes proposed in the present contribution (section 3.2).
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