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1. Scope

This document contains an “Inventory Listing” of the components of OMA’s various service architectures as well as relevant external organizations service architectures (e.g., 3GPP/PP2, Parlay.) For each architecture, a brief description of the architecture will be followed by the listing of its components (e.g., enablers, reference points and protocols.)

The document is informative. 
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3. Terminology and Conventions

3.1 Conventions

This is an informative document, which is not intended to provide testable requirements to implementations.>>

3.2 Definitions

See [OMA Dictionary] for OMA definitions.

3.3 Abbreviations


	3GPP
	3rd Generation Partnership Project

	3GPP2
	Third generation Partnership Project 2

	API
	Application Programming Interface

	AS
	Application Server

	CCF

CSCF
	Charging Collection Function

Call Session Control Function

	CSS
	Cascading Style Sheet

	DM
	Device Management

	HSS
	Home Subscriber Server

	HTTP
	HyperText Transport Protocol

	GMLC
	Gateway Mobile Location Center

	GPS
	Global Positioning System

	IMS
	IP Multimedia Subsystem / IP Multimedia Session Control Subsystem

	IrDA
	Infrared Data Association

	ISC
	IMS Service Control interface

	LAF
	Location Attachment Functionality

	LIF
	Location Interoperability Forum, a affiliate candidate of OMA

	LMU
	Location Measurement Unit

	MLP
	Mobile Location Protocol as defined in LIF

	MM
	Multimedia Message

	MMD
	Multimedia Domain

	MMS
	Mobile Multimedia Services

	MPC
	Mobile Position Center

	OBEX
	Object Exchange

	OCS
	Online Charging System

	OSA
	Open Service Access

	OTA
	Over the Air

	P-CSCF
	Proxy-CSCF

	PAP
	Push Access Protocol

	PDE
	Position Determination Entity

	PEP
	Performance-Enhancing Proxy

	PKI
	Public Key Infrastructure

	PPG
	Push Proxy Gateway

	SCF
	Service Capability Feature

	SCS
	Service Capability Server

	S-CSCF
	Serving-CSCF

	SIP
	Session Initiation Protocol

	SSL
	Secure Socket Layer

	TLS
	Transport Layer Security

	UAProf
	User Agent Profiles

	UE
	User Equipment

	WAE
	Wireless Application Environment

	WAP
	Wireless Application Protocol

	WAP1
	WAP Version 1

	WAP2
	WAP Version 2

	WBXML
	WAP Binary XML

	WCSS
	Wireless Cascading Style Sheet

	WDP
	Wireless Datagram Protocol

	W-HTTP
	Wireless Profiled HTTP

	WML1
	Wireless Markup Language Version 1.3

	WML2
	Wireless Markup Language Version 2

	WP-TCP
	Wireless Profiled TCP

	WSP
	Wireless Session Protocol

	WTA
	Wireless Telephony Application

	WTP
	Wireless Transaction Protocol

	WTLS
	Wireless Transport Layer Security

	WWW
	World Wide Web

	XCAP
	XML Configuration Access Protocol

	XHTMLMP
	XHTML Mobile Profile

	XML
	Extensible Markup Language


4. Introduction


The Open Mobile Alliance has been formed by the industry as an attempt to combine the efforts undertaken so far in several fora and organizations with a focus on mobile applications and services. OMA will face the task of building on the work done in these fora and organizations, improve the work, consolidate results, make change requests, and finally define new standards where required while following a user centric approach driven by requirements and not by technology. OMA does not start from ground zero. There exist many specifications and underlying architectures today. Therefore, the definition of an OMA architecture will be influenced by these architectures.  

The Architecture Working Group’s Charter (OMA-TP-2002-0565) indicates that the Architecture group is responsible for the overall system architecture.  Given that OMA is the consolidation of multiple fora, there exist numerous architectures that have been developed independently of each other.  In addition there are also architectures e.g. 3GPP/3GPP2 that are external to OMA that also have impacts on work within OMA. As these architectures have been mainly developed in independence of each other, there is a very high probability that there exist commonalities between these different systems as well as possible deficiencies.  This document captures all of these architectures and breaks them down into their functional entities, reference points and any protocols that cross those reference points.

5. Overview of OMA Architectures
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Figure 1 – Reference Point View
5.1 Reference Point View

Figure 1 shows how the existing architectures within OMA relate to each other and in which environment they are embedded. Although the graphical representation of the existing architectures varies across the different OMA specifications, an architecture is typically shown as

· a number of “specific” nodes, which typically represent functional elements (sometimes they represent physical entities, though),

· sometimes one or more “generic” nodes, which do not represent a specific function but are placeholders for any application that could potentially use the architecture, and

· a number of arcs, each of them connecting two nodes and representing a communication relation between them.

Figure 1 comprises the collection of all specific nodes, plus their communication relations. It does intentionally combine pure logical and pure deployment aspects of the current OMA landscape. It has been developed on the basis of the existing architecture pictures and specifications of the OMA WG’s and is intended to “speak” the same language as the WG’s. The architecture pictures of the OMA WG’s often mix these views as well but are well understood by the participants. For that reason, no attempt is being made to “translate” these pictures into a pure logical or deployment view.

Figure 1 consists of 5 domains:

· End User Device

· Requesting Application

· Responding Application or Content

· Backend Systems

· and the “OMA System” in the center of the picture.

The “OMA System” depicts all architectures that are currently present in OMA, whereas the other domains represent and generalize the entities accessing the “OMA System” from outside.

The “End User Device” domain contains a number of functionalities, most of them are applications that are able to send requests into the “OMA System” (= requesting applications). It also hosts applications that respond to requests coming from or through the “OMA System”. The significant difference between those and the domain “Requesting Application” is that the applications in the End User Device access the “OMA System” over wireless connections, whereas the applications in the domain “Requesting Applications” access it over wired connections. Because this difference is important (e.g. for performance, communication patterns, transmission costs, etc), it has been explicitely introduced into the overall picture.

The “Requesting Applications” domain basically calls the “OMA System” over wired connections. The picture does not define who owns or hosts the “Requesting applications”. They could be based somewhere in the Internet, belong to an operator, service provider or something else.

The “Backend Systems” refer either to an operator’s or company’s infrastructure (e.g. charging systems, or the wireless network as a source for location information, etc.) or any other system different from the other domains. The picture does intentionally not define who owns or hosts those systems.

The “Responding Applications or Content” domain represents content to be accessed from or through the “OMA System”, or any application that is called from or through the “OMA System”. This domain basically delivers data to the “OMA System” on request. The picture does not define who owns or hosts the “Responding Applications or Content”. They could be based somewhere in the Internet, belong to an operator or something else.

Figure 1 defines all current reference points in OMA. A reference point is a conceptual point at the conjunction of two non-overlapping functional groups. It consists of none or any number of interfaces of any kind [OMA Dictionary]. Reference points as well as the architectural entities are subject to future Architecture Document reviews.

5.2 Explanations and details regarding Figure 1
Figure 1 shows only approved OMA architectural entities. “Approved” architectural entities shown in the picture either come from OMA affiliates and have been approved there, or they have been approved by OMA. Planned work, work in progress, or comleted but not (yet) approved work is not shown. There are only a few exceptions where some architectural entities or reference points are shown but are not defined by OMA. Those are drawn with “-.-.-“ lines and are shown for completeness and to improve understandability.

The reference point view as presented in this document is based on the following OMA Candidate Enabler Releases, OMA Approved Enabler Releases and approved Affiliate specifications:

· OMA Billing Framework 1.1

· OMA Browsing 2.1

· OMA Client Provisioning 1.1

· OMA Device Management 1.1.2

· OMA DNS 1.0

· OMA Digital Rights Management 1.0

· OMA Download 1.0

· OMA Email Notification 1.0

· OMA Games Services 1.0

· OMA IMPS 1.2

· OMA Multimedia Messaging Service 1.1 and 1.2

· OMA User Agent Profile 1.1 and 2.0

· OMA IMPS 1.1

· OMA SyncML Common Specification 1.1.2

· OMA Data Synchronization 1.1.2

· OMA Mobile Location Protocol V3.1
· WAP 2.0 Conformance Release

Figure 1 shows, among others, the Gaming Platform Server. This server is not connected to any other entity because the actual reference points / interfaces are subject to current work in the GS group and will be added for a later version of the platform. Currently, connections to the Gaming Platform Server can only be established via proprietary interfaces and are, therefore, neither shown in the picture nor listed as OMA reference points.

The combination of “Presence SE”, “IM SE”, “Group Management SE”, Shared Content SE”, and “Service Access Point” is shown as the “IMPS 1.X Server” with a dotted line (“…..”).

The UAPROF server is directly connected to the “Requesting Application” domain. Several architectural entities from the OMA System access the UAPROF server as well, but no direct connections are shown for those data exchanges in the picture. The reason for this is that those architectural entities play the role of a requesting application and use the reference point UA-1. The same principle would apply for all other cross-entity accesses, e.g. in the hypothetical case where the Gaming Platform accessed the Location Server over L-1.

Both the DS Server and DM Server as well as the MMS Proxy Relay and the Trusted Provisioning Server have the ability to push messages using the WAP PPG. There is no explicit reference point forseen in the picture because, conceptually, they all use P-1/P-1s to access the WAP PPG. When they send a push message, they play the role of a “Requesting Application” (same principle as above).

Only some architectural entities of the DRM and DL (Download) specifications are explicitely shown (e.g. DRM agent, DL agent) because these architecture reuse other OMA architectures (e.g. Browsing, Push, MMS). The DRM and DL agent are schematically connected to the WAP client to represent their use of the WAP (WSP) protocol stack.

The WAP Client in Figure 1 contains schematically the EMN (Email Notification). This is a simplified view that sufficiently serves the purpose of this figure. The exact details can be found in the corresponding specifications.

The W-DNS Resolver is shown as the corresponding specification defines a profile for DNS on the End User Device. It is only connected to architectural entities not defined by OMA which are provided for completeness.

5.3 Reference Points
The table below provides the following information:

· It lists all OMA reference points

· It assigns a name to each reference point

· It gives an overview about the transport protocol for each reference point and the associated payload. Reference points can host more than one protocol by definition, see [OMA Dictionary]. Therefore, there is always only one reference point between two architectural entities although there may be more than one protocol used over such a reference point.

· It points to the respective specification(s) where more details for a specific reference point can be found. It is not the intention to copy the information from the detailed specification(s) into this document.

· It lists other names of each reference point that are used in other organizations or has been used in OMA WG’s due to the absence of a unified reference point naming in OMA in the past. Those other names are likely to be found in OMA documents that are already released. OMA WG’s are expected to use the new unified naming as established in this document in any new document that they develop.

	Reference Point Name
	Payload
	Transport Protocol
	Reference to Specification
	Other Ref. Pt. Names

	B-1
	Markup (WML, HTML, XHTMLMP)

Scripting (WMLScript, ESMP)

And other content types
	HTTP 1.1
	WAESpec V1.0 ==waespec-30-apr-98

WAESpec V1.1 == SPEC-WAESpec-19990524-a

WAESpec V1.2 == WAP-153 WAE Specification == SPEC-WAESpec-19991104-a

WAESpec V1.3 == WAP-190-WAESpec-20000329-a

WAESpec V2.0 == WAP-236-WAESpec-20020207-a

WAESpec V2.1 == OMA-WAP-WAESpec-V2_1-20020902-C

OMA-Browsing-V2_1 package
	n.a.

	B-1s
	Same as B-1
	HTTP 1.1 over WAP TLS
	Same as B-1

“WAP TLS Profile and Tunnelling Specification”, WAP ForumTM, WAP-219-TLS-20010411.a
	n.a.

	B-2
	WML, WML Script

And other content types
	WSP
	Same as B-1

“Wireless Session Protocol Specification”, WAP ForumTM
WAP-230-WSP-20010705-a
	n.a.

	B-2s
	Same as B-2
	WSP over WTLS
	“Wireless Transport Layer Security Specification”, WAP ForumTM, WAP-261-WTLS-20010406-a

“Wireless Session Protocol Specification”, WAP ForumTM, WAP-230-WSP-20010705-a
	n.a.

	B-3
	Markup (WML, XHTMLMP)

Scripting (WMLScript, ESMP)

And other content types
	WSP or W-HTTP
	Same as B-1
	n.a.

	B-3s
	Same as B-3
	If WSP stack is used: Same as B-2s else

W-HTTP over WAP TLS
	
	n.a.

	B-4
	Same as B-2 plus any other content types the GW translates
	HTTP 1.1
	Same as B-1
	n.a.

	B-4s
	Same as B-4
	HTTP 1.1 over TLS or SSL
	Same as B-1
	n.a.

	B-5
	Same as B-3

plus any other content types the GW translates
	HTTP 1.1
	Same as B-1
	n.a.

	B-5s
	Same as B-3
	If WSP stack is used at B-3s: Same as B-4s.

If W-HTTP and WP-TCP are used at B-3s: Same as B-1s
	Same as B-1
	n.a.

	C-1
	WCR
	No transport defined
	OMA-WBF-v1_0-20021121-C


	n.a.

	DM-1
	OMA DM Representationprotocol (DM usage)

DM Protocol
	e.g. HTTP, or OBEX

Payload is transport independent
	[DMREPU]

[DMPRO]
	DM-1, DM-7

	DM-2
	Binary XML bootstrap messages
	Any
	[PROVBOOT]
	DM-5

	DM-3
	DM notifications,

DM bootstrap messages
	Push OTA-WSP, or

Push OTA-HTTP (WAP 2.0 only)
	[DMNOTI]

[PROVBOOT]

“Push OTA Protocol Specification”, WAP Forum(, WAP-235-PushOTA-20010425-a
	DM-2, DM-6

	DM-4
	Bootstrap content
	No transport defined, end user device internal
	[PROVCONT]: “Provisioning Content 1.1”, Open Mobile Alliance(, OMA-WAP-ProvCont-v1_1

[PROVSC]: “Provisioning Smart Card 1.1”, Open Mobile Alliance(, OMA-WAP-ProvSC-v1_1

[PROVUAB]: “Provisioning User Agent Behaviour 1.1”, Open Mobile Alliance(, OMA-WAP-ProvUAB-v1_1
	n.a.

	DNS-1
	DNS RR’s
	TCP/UDP
	RFC 1035
	n.a.

	DNS-2
	DNS RR’s
	TCP/UDP
	RFC 1035
	n.a.

	DS-1
	OMA DS Representationprotocol (DS usage)

DS Protocol
	HTTP or, OBEX WSP
	[DSREPU]: OMA-SyncML-DataSyncRep-V1_1_2-20030612-A

[DSPRO]: OMA-SyncML.DataSyncProtocol-V1_1_2-20030612-A
	n.a.

	L-1
	MLP 3.1
	HTTP
	OMA Mobile Location Protocol V3.1

	Le

	MM-1
	MMS PDUs
	WSP
	OMA-MMS-ERELD-v1.2 and 3GPP TS 23.140 “Functional Description of MMS”
	‘MMSM‘ in OMA terminology,

’MM1’ in 3GPP terminology

	MM-2
	MMS PDUs
	WSP or HTTP
	OMA-MMS-ERELD-v1.2 and 3GPP TS 23.140 “Functional Description of MMS”
	‘MMSM‘ in OMA terminology,

’MM1’ in 3GPP terminology

	MM-4
	MMS PDUs
	HTTP
	OMA-MMS-ERELD-v1.2 and 3GPP TS 23.140 “Functional Description of MMS”
	‘MMSM‘ in OMA terminology,

’MM1’ in 3GPP terminology

	MM-5
	MMS PDUs
	HTTP
	OMA-MMS-ERELD-v1.2 and 3GPP TS 23.140 “Functional Description of MMS”
	‘MMSM‘ in OMA terminology,

’MM1’ in 3GPP terminology

	MM-7
	out of scope of OMA
	--
	out of scope of OMA

This reference point may comprise an interface to a VASP (Value Added Service Provider).

3GPP TS 23.140 “Functional Description of MMS”
	‘MM7’ in 3GPP terminology



	MM-8
	out of scope of OMA
	--
	out of scope of OMA
	‘L‘ terminology in OMA,

‘MM3’ in 3GPP terminology

	MM-9
	out of scope of OMA
	--
	3GPP TS 23.140 “Functional Description of MMS”
	‘MMSR‘in OMA terminology,

‘MM4’ in 3GPP terminology

	MM-10
	out of scope of OMA
	--
	out of scope of OMA

This reference point may comprise more than one essential interface to the operator’s back-end system, such as interfaces to the HLR, the MMS User Databases or the Billing System. 

3GPP TS 23.140 “Functional Description of MMS”
	‘MM5’ to the HLR, ‘MM6’ to the MMS User Databases and ‘MM8’ to the Billing System in 3GPP terminology.

	P-1
	PAP
	HTTP
	“Push Access Protocol Specification”, WAP ForumTM, WAP-247-PAP-20010429-a
	n.a.

	P-1s
	PAP
	HTTP over TLS/SSL
	“Push Access Protocol Specification”, WAP ForumTM, WAP-247-PAP-20010429-a
	n.a.

	P-2
	Generic message format of RFC 822

Or

EMN (for e-mail notification)
	Push OTA-WSP

Push OTA-HTTP (WAP 2.0 only)
	“Push OTA Protocol Specification”, WAP Forum(, WAP-235-PushOTA-20010425-a

OMA Email Notification, OMA-EMN-v1_0-20021031-C
	n.a.

	P-2s
	Same as P-2
	Push-OTA-WSP over WTLS

Push OTA-HTTP (WAP 2.0 only) over TLS
	Same as P-2
	n.a.

	WV-1
	IMPS 1.X CLP or CSP
	--
	OMA-IMPS-v1_2-20030221-C.zip
	n.a.

	WV-2
	IMPS 1.X SSP
	--
	OMA-IMPS-v1_2-20030221-C.zip
	n.a.

	WV-3
	IMPS 1.X SSP (but could be an internal reference point depending on implementatio)
	--
	OMA-IMPS-v1_2-20030221-C.zip
	n.a.

	WV-4
	IMPS 1.X SSP (but could be an internal reference point depending on implementatio)
	--
	OMA-IMPS-v1_2-20030221-C.zip
	n.a.

	WV-5
	IMPS 1.X SSP (but could be an internal reference point depending on implementatio)
	--
	OMA-IMPS-v1_2-20030221-C.zip
	n.a.

	WV-6
	IMPS 1.X SSP (but could be an internal reference point depending on implementatio)
	--
	OMA-IMPS-v1_2-20030221-C.zip
	n.a.

	UA-1
	CPI
	W-HTTP, or

CC/PPex over HTTP
	“WAG UAPROF Specification”, WAP Forum(,  WAP-248-UAPROF-20011020-a

http://www.openmobilealliance.org/wapdocs/wap-248-uaprof-20011020-a.pdf

OMA-UAProf-v2_0-20030520-C1.zip
	n.a.


6. Parlay/OSA Architecture

The Parlay Group is an industry consortium that has as its charter the creation of open, technology independent, network Application Programming Interfaces (APIs). The Parlay Group aims to create an explosion in the number of communication applications by specifying and promoting open APIs that intimately link Information Technology (IT) applications with the capabilities of the communications world [PARLAY]. The set of Parlay APIs provide independent software vendors and third party application service providers with open, secure, and standardized access to service capabilities residing in the core communication network.

One of the main objectives of Parlay is to unlock the telecommunications specific service capabilities residing within the core telecommunications network to a larger community of application developers.

The 3GPP’s 3GPP TSG CN5 and the 3GPP2 TSG-X’s OSA Ad-hoc Group (AHG) through an OSA Joint Working Group (JWG) are currently working on the production of technical specifications to provide a mechanism that would permit independent software vendors a standard interface to access network capabilities traditionally available to network operators themselves. Within 3GPP, this mechanism is commonly referred to as the Open Service Access (OSA). This Open Service Access is predominantly targeted at UMTS (Universal Mobile Telecommunications Networks) networks, allowing application developers to access the feature-rich core network capabilities.

The technical specifications for OSA are developed jointly with the Parlay Group [PARLAY], ETSI SPAN 12 [ETSI SPAN 12], and a number of JAIN community members, in what is commonly referred to as the Joint Working Group (JWG).

In the remainder of this document, we therefore use Parlay/OSA to denote the API specification set developed jointly within the JWG.

6.1 Introduction

The Parlay/OSA architecture is described in [OSA-ARCH]. The original architectural picture as reproduced from [OSA-ARCH] is shown in Figure 7.1 below:
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Figure 2 Original architectural picture of PARLAY

This picture shows the main components as identified in the next chapter.

6.2 Main Components and Short Description

Main components of the Parlay/OSA architecture are:

Service Capability Feature (SCF) - functionality offered by service capabilities that are accessible via the standardised Parlay/OSA application interface.
Service Capability Server (SCS) - providing the applications with service capability features, which are abstractions from underlying network functionality. Examples of service capability features offered by the Service Capability Servers are Call Control and User Location. Similar service capability features may possibly be provided by more than one Service Capability Server. For example, Call Control functionality might be provided by SCSs on top of CAMeL and MExE.
Parlay/OSA Framework - providing applications with basic mechanisms that enable them to make use of the service capabilities in the network. Examples of framework functions are Authentication and Discovery. Before an application can use the network functionality made available through Service Capability Features, authentication between the application and framework is needed. After authentication, the discovery function enables the application to find out which network service capability features are provided by the Service Capability Servers. The network service capability features are accessed by the methods defined in the Parlay/OSA interfaces;
Parlay/OSA Application Server (AS) – Server running the Parlay/OSA Applications

Parlay/OSA Application: e.g., VPN, conferencing, location based applications. These applications are implemented in one or more Application Servers and make use of the Parlay/OSA API to access service capabilities;
Parlay/OSA Application Programming Interface (API) between Service Capability Server and Application Server - standardised Interface used by applications to access service capability features
A Parlay/OSA Application can use the Parlay/OSA API to query service related information from the wireless network (e.g. location information, presence information), request for the reporting of network events (e.g. call origination event), or to request the control over service related network processes (e.g. call routing, conference setup, message sending). This is independent of the underlying wireless network. In fact, it is independent of any underlying core network or access technology, e.g., be it fixed wireline or wireless. The Parlay/OSA API method invocations are directed towards the Service Capability Server.

The Parlay/OSA API relies on middleware transport technologies for the remote invocation of Parlay/OSA API method. Three technology realizations for this middleware transport technology exist in the current Parlay/OSA API specifications [OSA-API]. These three technology realizations are:

· IDL for CORBA middleware

· WSDL for SOAP/HTTP Transport

· JAIN SPA for Java RMI

The Parlay/OSA API supports both synchronous as well as asynchronous communication.

The particular Parlay/OSA Service Capability Features and associated interfaces of the Parlay/OSA API specification are described in subsequent chapters in this document.
6.3 Description Reference Points

Figure 3 illustrates the reference points within the scope of OMA specifications, derived from the original Parlay architecture depicted in Figure 2.
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Figure 3 OSA/Parlay reference points

Reference points identified in Figure 3 are:

· O-1: Application-to-Framework interfaces

· O-2: Framework-to-SCF interfaces

· O-3: Application-to-SCF interfaces

6.3.1 Reference Point O-1

Reference point O-1 defines the interactions between the OSA/Parlay Application and the Framework. Using this reference point, the OSA/Parlay Application can find and discover all OSA/Parlay SCFs, or Enablers, that are supported and available for use. The Framework, in turn, uses this reference point to ensure secure, manageable, and billable access to OSA/Parlay Enablers, by OSA/Parlay Applications. Reference point O-1 ensures a carrier grade 3rd party network access and integrity control.

6.3.2 Reference Point O-2

Reference point O-2 defines the interactions between the Framework and the various OSA/Parlay Service Capability Features. Using this reference point, OSA/Parlay SCFs register themselves with the service repository, so that OSA/Parlay Applications can discover them. Conversely, using this reference point, the Framework can perform service management functionality for the registered OSA/Parlay SCFs.

6.3.3 Reference Point O-3

Reference point O-3 defines the interactions between the OSA/Parlay Application and the various OSA/Parlay Service Capability Features. Using this reference point, OSA/Parlay Applications can make use of OSA/Parlay SCFs, or Enablers.

6.4 Description of Enablers

Enablers are called Service Capability Features, or SCFs, in OSA/Parlay. The individual OSA/Parlay Enablers are introduced and described in more detail in subsequent sections of this Inventory document. What follows is a list of OSA/Parlay enablers:

· Trust and Security Management (Section 12)

· Integrity Management (Section 13)

· Registration and Discovery (Section 14)

· Service Lifecycle Management (Section 15)

· Event Notification (Section 16)

· Location (Section 7.1)

· Messaging (Section 8.2)

· Presence (Section 9.1)

· Charging (Section 17)

· Policy Management (Section 18)

· Data Session Control (Section 19)

· Terminal Capabilities (Section 20)

· Call Control (Section 21)

6.5 Description of Protocols

As outlined in section 6.2 there are three technology realizations available to support the OSA/Parlay architecture. The respective protocols for the three technology realizations are listed below.

· IIOP for the CORBA technology realization

· SOAP over HTTP for the Web Services technology realization

· Java RMI for the Java technology realization

7. Location Services

7.1 Parlay/OSA Location

7.1.1 Introduction

A general description of the Parlay/OSA architecture can be found in section 6. 

7.1.2 Main Components and Short Description

The Parlay/OSA APIs provide the following Location functionality:

User Location  The User Location service (UL) provides a general geographic location service. UL has functionality to allow applications to obtain the geographical location and the status of fixed, mobile and IP based telephony users.Supports direct location requests, and triggered (based on specified location boundaries) and periodic location requests.

User Location Camel The ULC provides location information, based on network-related information, rather than the geographical co-ordinates that can be retrieved via the general User Location Service. Using the ULC functions, an application programmer can request the VLR Number, the location Area Identification and the Cell Global Identification and other mobile-telephony-specific location information. Supports direct location requests, and triggered (based on location change) and periodic location requests.

User Location Emergency In the case of an emergency call, the network may locate the caller automatically. The resulting location is sent directly to an application that is dedicated to handle emergency user location. If the dedicated emergency call application is using the API, the location is sent to the application using a callback method in the IpAppUserLocationEmergency interface.

User Status The User Status Service (US) provides a general user status service. US allow applications to obtain the status of fixed, mobile and IP-based telephony users. Examples of reported status includes reachable/not-reachable and busy.

7.1.3 Description Reference Points

The reference point applicable for this enabler is O-3. A description of this reference point can be found in section 6.3.3.

7.1.4 Description of Functions

For a description of the functions, please refer to section 7.1.2
8. Messaging Services

This section covers the “Messaging Service” architectures of the following groups and organizations:

· MAG (e.g., WAP MMS)

· 3GPP

8.1 OMA MMS

8.1.1 Introduction

The OMA MMS architecture is described in [MMSARCH]. 

The original architectural picture of OMA MMS as reproduced from [MMSARCH]:
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Figure 4: MMS Architecture

8.1.2 Main Components and Short Description

A brief description of the OMA MMS architecture is given in this section. 

Main components of the WAP MMS architecture are listed below:

MMS Client: any OMA MMS-enabled client on a WAP1 or WAP2 device.

WAP Gateway: A Pull Proxy Gateway (generically referred to as a “WAP Gateway”) and Push Proxy Gateway (PPG) providing protocol conversion between WAP OTA protocols and internet standard protocols (not shown in Figure 4; optional for WAP2, may be integrated into MMS Proxy/Relay for WAP1)

MMS Proxy/Relay: A Messaging Proxy providing the network endpoint of the OMA MMS interface. Provides MMS message delivery to/from/between users, and protocol conversion between OMA MMS and other MMS reference points.

MMS Server: A Messaging server which when combined with a MMS Proxy/Relay comprises a Multimedia Message Service Center (MMSC). Provides message storage, conversion, and other supporting functions for MMS.

Emai l Server: traditional Internet Mail server.

Legacy Wireless Messaging Systems: Various wireless network messaging systems such as provide short messaging service.

The following summary description of OMA MMS is taken from [MMSARCH]

Multimedia Messaging Service (MMS) is a system application by which a client is able to provide a messaging operation with a variety of media types. The service is described in terms of actions taken by the MMS Client and its service partner, the MMS Proxy/Relay, a device which operates as a WAP Origin Server for this specialised service. Additional service aspects are supported by the MMS Server as well as other messaging servers, such as an email server and wireless messaging systems (e.g. SMSC).
A MMS Based Network Application on any client can use MMSM to send or receive Multimedia Messages (MM) over a wireless network. MMSM is independent of the underlying wireless network. [TS23140] defines a reference point called MM1, which may be used to implement MMSM. 

Message requests and responses are exchanged across MMSM between the client and the network-based MMS Proxy/Relay. The MMS Proxy/Relay can use MMSm to notify the client of MMS events such as new messages or the results of message delivery to another client.

Messages that transit the MMSm interface are normally transferred using a wireless transport such as WSP or W-HTTP between the MMS Client and a WAP Gateway, and then transit over HTTP from the WAP Gateway to the MMS Proxy -Relay. The MMS Proxy/Relay may implement the WAP Gateway function in which case only the wireless protocols are used.
The MMSS interface is not defined, since typically the MMS Server and MMS Proxy -Relay are combined into a single component, the Multimedia Message Service Center (MMSC).

The MMSR interface between MMS Proxy -Relays of separate MMS Systems is not defined by OMA. [TS23140] defines a reference point called MM4, which may be used to implement MMSR.

The E interface is not specified by OMA. [TS23140] defines a reference point called MM3, which may be used to implement E.

The L interface is not specified by OMA. The reference point MM3 as defined by [TS23140] can be used to implement L.

8.1.3 Description of Reference Points

Figure Figure 5 illustrates reference points within the scope of OMA specifications, being derived from functions and interfaces related to the MM1 reference point defined by 3GPP.
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Figure 5: Reference Points in OMA Scope, Derived from 3GPP MM1

Reference points identified in figure 6.3.2 include:

· MM1.a: WAP MMS

· MM1.b WAP Pull

· MM1.c: HTTP

· MM1.d: WAP Push PAP

· MM1.e WAP Push-OTA

· MM1.f: Wireless Network Bearer Adaptation

8.1.3.1 Reference Point MM1.a

Reference point MM1.a defines MMS application layer interactions between the MMS client and MMS Proxy/Relay. It allows:

· the MMS client and MMS Proxy/Relay to execute MMS transactions

· the MMS client and MMS Proxy/Relay to exchange MM content

8.1.3.2 Reference Point MM1.b

Reference point MM1.b defines interactions across wireless networks between the MMS client and the WAP Gateway for client-initiated MMS transactions. It allows:

· the MMS client and WAP Gateway to negotiate WAP Pull capabilities used in over-the-air execution of MMS transactions

· interoperation of the MMS client and WAP Gateway in the execution of MMS transactions, according to their capabilities

· WAP Gateway discovery of MMS client-related information, that is then delivered to the MMS Proxy/Relay

8.1.3.3 Reference Point MM1.c

Reference point MM1.c defines interactions between the WAP Gateway and the MMS Proxy/Relay for client-initiated MMS transactions. It allows:

· interoperation of the MMS Proxy/Relay and WAP Gateway in the execution of MMS transactions 

· WAP Gateway forwarding of MMS client-related information in the execution of MMS transactions

For deployments in which a separate WAP Gateway is not required, i.e. for an MMSC that implements both WAP Gateway and MMS Proxy/Relay functions, the MM1.c reference point is virtual, existing within the MMSC.

8.1.3.4 Reference Point MM1.d

Reference point MM1.d defines interactions between the MMS Proxy/Relay and the WAP Push Proxy Gateway for MMSC-initiated MMS transactions. It allows:

· interoperation of the MMS Proxy/Relay and WAP PPG in the execution of MMS transactions 

· MMS Proxy/Relay selection of desired WAP Push capabilities for MMS transactions

For deployments in which a separate PPG is not required, i.e. for an MMSC that implements both PPG (Push-OTA part at minimum) and MMS Proxy/Relay functions, the MM1.d reference point is virtual, existing within the MMSC.

8.1.3.5 Reference Point MM1.e

Reference point MM1.e defines interactions across wireless networks between the MMS client and the WAP PPG for MMS Proxy/Relay-initiated MMS transactions. It allows:

· the MMS client and PPG to negotiate WAP Push capabilities used in over-the-air execution of MMS transactions

· interoperation of the MMS client and PPG in the execution of MMS transactions, according to their capabilities

8.1.3.6 Reference Point MM1.f

Reference point MM1.f defines wireless network bearer adaptations for access and transfer of MMS transactions by the MMS client, WAP Gateway, and WAP PPG. It allows:

· access to underlying wireless network bearers, including authentication/authorization, addressing, and session management

· MMS transaction transport across the underlying wireless network bearers, including execution of protocol functions specific to the selected bearer

8.1.4 Description of Functions

Note that an MMS Proxy/Relay acting as a Performance-Enhancing Proxy (PEP) may fulfil the role of the WAP Gateway and/or WAP PPG (Push-OTA part) in the enabler use descriptions below.

8.1.4.1 Reference Point MM1.a

Functions supporting OMA MMS on the MM1.a reference point include:

Reference point MM1.a defines MMS application layer interactions between the MMS client and MMS Proxy/Relay. It allows:

· OMA MMS Application Layer

MMS Proxy/Relays and MMS clients utilize MMS Client Transactions and MMS Encapsulation to execute MMS transactions and exchange MM content.

· OMA Browsing and User Agent Profile (UAProf)

MMS clients utilize WAP WAE for capability negotiation with the MMS Proxy/Relay, advertising user agent characteristics by delivering WSP/W-HTTP headers and UAProf references, that enable the MMS Proxy/Relay to deliver MM content in formats compatible with the MMS client.

8.1.4.2 Reference Point MM1.b

Functions supporting OMA MMS on the MM1.b reference point include:
· OMA Pull Operations

MMS clients and WAP Gateways utilize Pull Operations provided by WAP1 (WSP) or WAP2 (W-HTTP) to enable execution of MMS client-initiated MMS transactions across wireless networks.

WAP Gateways utilize WAP session and transaction protocols to discover MMS client-related information that is then delivered to the MMS Proxy/Relay.

· OMA Security

WAP Gateways and WAP1 MMS clients utilize the Security capabilities of WTLS to enable secure execution of MMS transactions over wireless networks.

WAP Gateways and WAP2 MMS clients utilize the Security capabilities of WAP TLS Profile and Tunnelling to enable secure execution of MMS transactions over wireless networks.

8.1.4.3 Reference Point MM1.c

Functions supporting OMA MMS on the MM1.c reference point include:
· HTTP

WAP Gateways and MMS Proxy/Relays utilize HTTP methods to execute MMS transactions.

WAP Gateways deliver MMS client-related information to MMS Proxy/Relays during the execution of MMS client-initiated MMS transactions.

· SSL/TLS

WAP Gateways and MMS Proxy/Relays utilize SSL/TLS to enable secure execution of client-initiated MMS transactions.over wired networks.

8.1.4.4 Reference Point MM1.d

Functions supporting OMA MMS on the MM1.d reference point include:
· OMA Push Operations

MMS Proxy/Relays and WAP PPG utilize the Push Operations provided by Push PAP and the Push Message specification to enable execution of MMS Proxy/Relay-initiated MMS transactions over wired networks.

8.1.4.5 Reference Point MM1.e

Functions supporting OMA MMS on the MM1.e reference point include:
· OMA Push Operations

WAP PPG and MMS clients utilize the Push Operations provided by Push OTA and the Push Message specification to enable execution of MMS Proxy/Relay-initiated MMS transactions over wireless networks.

8.1.4.6 Reference Point MM1.f

Functions supporting OMA MMS on the MM1.f reference point include:
· Wireless Networks

MMS clients, WAP Gateways, and WAP PPG utilize Wireless Networks to enable over-the-air execution of MMS transactions.

WAP Gateways utilize user identification and authentication services of Wireless Networks to enable establishment and forwarding of user identity and authentication to the MMS Proxy/Relay.

8.1.5 Description of Protocols

8.1.5.1 Reference Point MM1.a

Protocols utilized on the MM1.a reference point include:

· OMA MMS

OMA MMS provides transaction and encapsulation protocols based upon HTTP and OMA Push PAP, for execution of MMS transactions and delivery of MM content. See http://www.openmobilealliance.org/documents.html for links to the latest OMA Multimedia Messaging service enabler release.

· OMA WAP WAE

OMA WAP WAE is a general-purpose application environment built fundamentally on World Wide Web (WWW) technologies with additional optimisation for wireless devices and networks.

· OMA User Agent Profiles

OMA User Agent Profiles provide a means for capability negotiation based upon the W3C Composite Capabilities/Preferences Profiles. See http://www.openmobilealliance.org/documents.html for links to the latest OMA User Agent Profile enabler release.

8.1.5.2 Reference Point MM1.b

Protocols utilized on the MM1.b reference point include:

· WAP1 and WAP2 Pull

The WAP1 Pull protocol is based upon an optimized version of HTTP (WSP). The WAP2 Pull protocol is based upon a profile of standard HTTP called WAP Profiled HTTP (W-HTTP). WSP and W-HTTP enable Pull content delivery over a connection-oriented bearer. See http://www.openmobilealliance.org/documents.html for links to the latest OMA Browsing enabler release.

· WAP WTLS and WAP TLS Profile and Tunnelling

For WAP1 clients, WTLS provides secure transport services over wireless networks, based upon an optimized version of TLS. 

For WAP2 clients, WAP TLS Profile and Tunnelling provides secure transport services over wireless networks, based upon standard TLS and the HTTP CONNECT method of TLS Tunnelling. 

At this time, no OMA Security Enabler Release has been defined. See http://www.openmobilealliance.org/documents.html for links to the latest WAP specifications.

8.1.5.3 Reference Point MM1.c

Protocols utilized on the MM1.c reference point include:

· HTTP

The HTTP protocol enables content delivery over TCP/IP based networks. See http://www.ietf.org/ for links to the latest version of the HTTP specifications.

· SSL/TLS

SSL and TLS provide secure transport services based upon symmetric cryptography and connection reliability over TCP/IP. See http://www.netscape.com for links to the latest SSL specifications. See http://www.ietf.org/ for links to the latest TLS specifications.

8.1.5.4 Reference Point MM1.d

Protocols utilized on the MM1.d reference point include:

· WAP Push PAP

The PAP protocol provides Push message requests and other Push operations based upon HTTP over wired networks. 

At this time, no OMA Push Enabler Release has been defined. See http://www.openmobilealliance.org/documents.html for links to the latest WAP specifications.

8.1.5.5 Reference Point MM1.e

Protocols utilized on the MM1.e reference point include:

· WAP1 and WAP2 Push OTA

The WAP1 Push protocol provides connection-oriented and connectionless Push content delivery over wireless networks via WSP and underlying WAP1 protocols. 

The WAP2 Push protocol provides connection-oriented Push content delivery over wireless networks via W-HTTP.

At this time, no OMA Push Enabler Release has been defined. See http://www.openmobilealliance.org/documents.html for links to the latest WAP specifications.

8.1.5.6 Reference Point MM1.f

Protocols utilized on the MM1.f reference point include:

· Wireless network protocols

Various wireless data networks and short messaging networks can be utilized for over-the-air content delivery. The protocols are defined by the standards bodies of the specific networks.

8.2 Parlay/OSA Messaging

8.2.1 Introduction

A general description of the Parlay/OSA architecture can be found in section 6. 

8.2.2 Main Components and Short Description

User Interaction

Generic User Interaction  The Generic User Interaction service capability feature is used by applications to interact with end users.
· E.g. SMS, USSD, WAP Push
· Send information, Send information and collect response
Call User Interaction The Call User Interaction Service Interface provides functions to send information to, or gather information from the user (or call party) to which a call leg is connected.
· UI within the context of a call, e.g. announcement, DTMF tones

· Implies a relationship between IpCall and IpUICall objects
· Record and Delete messages that can be sent to the user
Generic Messaging The Generic Messaging Service interface (GMS) is used by applications to send, store and receive messages. GMS has voice mail and electronic mail as the messaging mechanisms. The messaging service interface can be used by both.
A messaging system is assumed to have the following entities:
· Mailboxes. This is the app’ication's main entry point to the messaging system. The service provider entry point may or may not need to authenticate an application before it accesses a mailbox
· Folders. A mailbox has at least the inbox and the outbox as folders. These folders may have sub-folders. 

· Messages. Messages are stored in folders. Messages usually have properties associated with them.

8.2.3 Description Reference Points

The reference point applicable for this enabler is O-3. A description of this reference point can be found in section 6.3.3.

8.2.4 Description of Functions

For a description of the functions, please refer to section 8.2.2
9. Presence Services

9.1 Parlay/OSA Presence Service

9.1.1 Introduction

A general description of the Parlay/OSA architecture can be found in section 6 . 

9.1.2 Main Components and Short Description
Presence And Availability management

The PAM API provides functionality for maintaining, retrieving and publishing information about 

· Digital identities, 

· Characteristics and presence status of agents (representing capabilities for communication, content delivery, etc.),

· Capabilities and state of entities, and 
· Presence and Availability of entities for various forms of communication and the contexts in which they are available.
For a more detailed description of the OSA/Parlay Presence Enabler, please refer to [29198-14].

9.1.3 Description Reference Points

The reference point applicable for this enabler is O-3. A description of this reference point can be found in section 6.3.3.

9.1.4 Description of Functions

For a description of the functions, please refer to section 9.1.2
10. Device Management Architecture

This section is based on OMA Client Provisioning v1.1, OMA SyncML Device Management v1.1.2 and OMA SyncML Common v1.1.2.
10.1 Introduction

The following definition of Device Management (DM) is taken from [ERELDM]:

Device Management refers to the Management of the Device configuration and other managed objects of Devices from the point of view of the various Management Authorities. Device Management includes, but is not restricted to setting initial configuration information in Devices, subsequent updates of persistent information in Devices, retrieval of management information from Devices and processing events and alarms generated by Devices. 

Device management allows third parties to carry out the procedures of configuring mobile devices on behalf of the end user (customer). Third parties would typically be wireless operators, service providers or corporate information management departments.

The following figure shows the OMA device management architecture.
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Figure 6: DM Overview

10.2 Main Components and short description 

Main components of OMA device management include:

DM client: any OMA DM enabled client

Bootstrap server: a sever whose responsibility is to move a device from an empty state to a state where the device is able to initiate a management session.

In addition to basic connectivity information, application access information can also be configured during the bootstrap process. This process can be over the air provisioning or by means of smart card provisioning [PROVBOOT][PROVSC][DMBOOT]. 

SyncML DM server: a server whose responsibility is to provision a device with further information after the device is bootstrapped.

Push proxy gateway: a WAP proxy gateway that provides push proxy services. The bootstrap server uses the push service to deliver bootstrap messages [PROVBOOT]. The SyncML DM server may use the push service to notify the DM client to start a management session [DMNOTI].  

Provisioning content: an XML DTD and a data model based on the DTD to specify the message content for bootstrapping a device [PROVCONT]. 

A SyncML representation protocol: an XML-based protocol that specifies an XML DTD to allow the representation of all the information required to perform synchronization or device management, including data, metadata and commands [REPPRO].

A SyncML DM protocol:  specifies how SyncML messages conforming to the XML DTD are exchanged between a device management server and a client [DMPRO]. 

Transport bindings for the protocol: specifies how to use a particular transport (e.g., HTTP) to exchange device management messages and responses [SYNCHTTP], [SYNCOBEX] and [SYNCWSP]. 

SyncML device description framework for device management: an XML DTD that prescribes a way for device vendors to describe their devices so that a management system can understand how to manage the device [DMDDFDTD].
OMA Device Management consists of two stages:

· Stage One - Bootstrap through Client Provisioning

Bootstrap is the process of moving a device from an un-provisioned, empty state to a state where it is able to initiate a management session.  In addition to basic connectivity information, application access information can also be configured during the bootstrap process.  A Bootstrap server can be used to send out bootstrap messages via a push mechanism, e.g. WAP Push or OBEX. The Server must be told the device address/phone number beforehand, for example, by a sales system, consumer web site, the network, etc.  [DMBOOT]. 

Bootstrap can also be performed by provisioning the smart card on the phone [PROVSC].

In order to bootstrap initial SyncML DM settings, bootstrap profiles define how different kinds of devices can be bootstrapped.  Currently two profiles are defined: WAP and Plain profiles. Since the Plain profile will be removed in the future releases [DMBOOT], it is not discussed any further in this document.

With the WAP profile, bootstrapping a DM device can be conducted through all the transport mechanisms defined for DM. In the local case, the transport used could be OBEX and in the remote case WAP Push. For over the air bootstrapping using the WAP profile, the bootstrap server sends a bootstrap binary XML [WBXML] document that is pushed via WAP connectionless push [PROVBOOT]. The content of the Bootstrap document is specified in the OMA Provisioning Content Specification [PROVCONT].

· Stage Two – Continuous Provisioning through SyncML DM

Continuous provisioning is the process by which the device is provisioned, through a SyncML DM server, with further infrastructure information after the device is bootstrapped. 

Continuous Provisioning makes use of the SyncML Representation Protocol and the SyncML DM protocol. The SyncML Representation Protocol is an XML-based representation protocol that specifies an XML DTD to allow the representation of all the information required to perform synchronization or device management, including data, metadata and commands [REPPRO]. To reduce the data size, a binary coding of SyncML based on the W’P Forum's WBXML is defined. The use of the representation protocol for device management is further specified in [DMREPU]. The SyncML DM Protocol specifies how SyncML messages conforming to the XML DTD are exchanged in order to allow a device management client and server to exchange additions, deletes, updates and other status information [DMPRO]. 

The Transport Binding specifications ([SYNCHTTP], [SYNCOBEX] and [SYNCWSP]) specify how to use a particular transport to exchange messages and responses. Note that the SyncML Representation and DM protocols are transport-independent. Each SyncML package is completely self-contained, and could in principle be carried by any transport. The initial bindings specified are HTTP, WSP and OBEX, but there is no reason why SyncML could not be implemented using email or message queues, to list only two alternatives. Because SyncML messages are self-contained, multiple transports may be used without either the server or client devices having to be aware of the network topology.

Each device that supports SyncML DM must contain a management tree [DMTND]. The management tree organizes all available management objects in the device as a hierarchical tree structure where all nodes can be uniquely addressed with a URI. Nodes are the entities that can be manipulated by management actions carried over the SyncML DM protocol. Each node has properties (name, type, etc.) associated with it. The access control list (ACL) property defines which server can manage the node in what fashion (ADD, GET, REPLACE and DELETE). 

A management object is a sub-tree of the management tree that is intended to be a (possibly singleton) collection of nodes that are related in some way. Three managed objects have been standardized in DM release 1.1.2 [DMSTDOBJ]
:

· SyncML DM - Settings for the SyncML DM client in a managed device.

· DevInfo – Essential device information that is sent from the client to the server at the beginning of every DM session.

· DevDetail - General device information that benefits from standardization. 
The SyncML Device Description Framework prescribes a way for device vendors to describe their devices so that a management system can understand how to manage the device [DMTND]. This allows new proprietary device functions be managed before they are standardized. Specifically, device manufacturers will publish descriptions of their devices as they enter the market. When the descriptions are fed into DM servers, the servers will be able to recognize and manage the new functions in the devices. The SyncML DM Device Description Framework DTD is defined in [DMDDFDTD].

10.3 Description Reference Points

The reference points shown in Figure 6 are:

10.3.1 Reference Point DM-1

DM-1 is between the client and the SyncML DM server for continuous provisioning. The SyncML Representation Protocol (Device Management Usage) and SyncML DM protocol [DMREPU] [DMPRO] need to be supported at this reference point. These protocols are transport-independent. Hence the transport protocol below can be HTTP, OBEX, etc.

10.3.2 Reference Point DM-2

DM-2 is between the client and the Push Proxy Gateway. The Push OTA protocol [PUSHOTA] needs to be supported at this reference point in order to provide push services.

10.3.3 Reference Point DM-2

DM-3 is between the SyncML DM server and the Push Proxy Gateway. The PAP protocol [PUSHPAP] needs to be supported at this reference point in order to provide push services

10.3.4 Reference Point DM-2

DM-4 is between the Bootstrap server and the Push Proxy Gateway. The PAP protocol [PUSHPAP] needs to be supported at this reference point in order to provide push services 

10.3.5 Reference Point DM-2

DM-5 is between the client and the Bootstrap server for bootstrapping the device. Binary XML bootstrap messages can be delivered to the client through any available transport protocol such as OBEX [PROVBOOT].  Bootstrap can also be performed by provisioning the smart card on the phone [PROVSC].
The push services provided by the Push Proxy Gateway allow bootstrap messages to be delivered to the client [PROVBOOT]. The push services also allow the SyncML DM server to notify the DM client to start a management session [DMNOTI].  

10.4 Description of Functions

The functions for OMA device management are the following:

· SyncML Representation Protocol, Device management usage

The SyncML representation protocol [REPPRO] specifies an XML DTD to allow the representation of all the information for synchronization or device management. The use of this protocol for device management is further specified in [DMREPU].

· SyncML DM Protocol 

The SyncML DM protocol specifies how SyncML messages conforming to the XML DTD are exchanged in order to allow a device management client and server to exchange additions, deletes, updates and other status information [DMPRO]. 

· Transport bindings for the protocol

This set of specifications ([SYNCHTTP], [SYNCOBEX] and [SYNCWSP]) defines how to use a particular transport to exchange messages and responses. 

· SyncML device management tree

The SyncML device management tree organizes all available management objects in the device as a hierarchical tree where all nodes can be uniquely addressed and manipulated by management actions carried over the SyncML DM protocol [DMTND].

· SyncML Device Management Standard Objects 

To promote interoperability between different implementations of SyncML device management, a set of standard management objects are defined in DM release 1.1.2 [DMSTDOBJ]. 

· SyncML Device Description Framework 

The Device Description Framework prescribes a way for device vendors to describe their devices so that a management system can understand how to manage the device [DMDDFDTD].

· Bootstrap Provisioning Content 

An XML DTD and a data model based on the DTD to specify the message content for bootstrapping a device [PROVCONT]. 

· WAP Push 

WAP Push can provide connectivity between a device and a bootstrap server or a SyncML DM server

· Object Exchange Protocol (OBEX) 

OBEX can provide local connectivity between a device and a bootstrap server or a SyncML DM server
· HTTP

HTTP can provide the connectivity between a device and a SyncML DM server. 

· TLS 

TLS provides transport layer security and can be used to provide encryption protection for SyncML Device Management Protocol.

· WAP Binary XML (WBXML)

WBXML enables a compact binary representation of the XML for both bootstrap and continuous provisioning.
10.5 Description of Protocols

· SyncML Representation Protocol

This is an XML-based representation protocol that specifies an XML DTD to allow the representation of all the information required to perform synchronization or device management, including data, metadata and commands [REPPRO]. To reduce the data size, a binary coding of SyncML based on the W’P Forum's WBXML is defined. The use of this protocol for device management is further specified in [DMREPU].

· SyncML Device Management Protocol 

The synchronization protocol specifies how SyncML messages conforming to the XML DTD are exchanged in order to allow a device management client and server to exchange additions, deletes, updates and other status information [DMPRO]. 

· Transport bindings for the protocol

This set of specifications ([SYNCHTTP], [SYNCOBEX] and [SYNCWSP]) defines how to use a particular transport to exchange messages and responses. 

· WAP Push 

WAP Push provides push content delivery over wireless networks. See http://www.openmobilealliance.org/ for links to the latest WAP specifications.

· Object Exchange Protocol (OBEX) 

OBEX is a compact, efficient, binary protocol that enables a wide range of devices to exchange data in a simple and spontaneous manner using either IrDA or Bluetooth. See http://www.irda.org/ for the latest OBEX specifications.

· HTTP 

The HTTP protocol enables content delivery over TCP/IP based networks. See http://www.ietf.org for the latest versions of the specifications.
· TLS
TLS protocol provides secure services at the transport layer. See http://www.ietf.org for the latest version of the specification.
11. Browsing Architecture (including Push and Location Framework)
11.1 Introduction

The OMA browsing enabler is based on the WAP standard from the WAP Forum. The current version of the enabler is specified in the Wireless Application Environment Specification [WAESpec] and related specifications which form part of the Browsing enabler. The following figure shows an overview of the OMA browsing architecture referenced to the overall architecture shown in chapter 5 figure 2. Note that the separate user agents for Push and Location Framework are shown and described herein as they are associated with the Browser by virtue of some linkages via the specifications in the case of Push UA or operation as in the case of the Location Framework but not an integral part of the browser/WAE UA. 
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Figure 7: Logical Browsing Architecture

The OMA Browsing architecture as shown in the figure reflects the migration path from the use of WAP protocols to the Internet protocols. First there is the WAP 1.x standard, which defines WML version 1 and the corresponding scripting language, WMLScript, to be transmitted using the wireless protocol stack (the WAP 1.x stack – WSP, WTP, WDP, and WTLS). This requires the WAP 1.x Gateway for protocol conversion and to ensure WML tokenisation and WMLScript compilation etc. Then, the WAP 2.0 standard introduces the Internet protocols (W-HTTP, WP-TCP, WAPTLS) and Internet based markup languages and style into the WAP environment to allow migration to the Internet environment. The WAP 2.0 Gateway/Proxy supports both WAP 1.x protocols as well as the Internet protocols. Finally, with the introduction of Internet protocols in the WAP 2.0 standard, direct communication between the client and origin server is made possible.

It should also be noted that although there is a logical separation of functionalities between WAP 1.x Gateway and WAP 2.0 GW/Proxy in the above view, in real deployment, a single physical box may implement all functionalities needed for a GW/Proxy/PEP. 

The Push framework allows transmission of information to a client without a previous user action. Since the Push Initiator is on the Internet, while the Push UA or client is in the wireless domain, an intermediate translating server, known as the Push Proxy Gateway (PPG) is needed. 

For each of the browsing interface B-N (or push interface P-N) shown in the previous figure, there exists a corresponding secure interface  B-Ns (or P-Ns). In the case of browsing, these secure interfaces are used when the client retrieves resources specified by the HTTPS URI, which indicates that the named resource resides on a secure origin server. Note that there are specification rules that require the use of secure interfaces at all interface points when a secure connection is requested.

11.2 Main Components and Short Description

Main components in this architecture includes:

WAE User Agent (or User Agent) –WAE User agent is software, acting for an end-user, as renderer of incoming markup or content, and interpreter of outgoing end-user device interaction requests.

Origin Server – the server on which a given resource resides or is to be created. Often referred to as a web server or an HTTP server.

WAP 1.x Gateway – A proxy that performs protocol transformation to/from WAP1 from/to HTTP/1.1 and TCP/IP.

WAP 2.0 Gateway/Proxy – A proxy that supports WAP2 protocol. It may also include performance enhancing proxy functionalities. Since WAP2 protocol is a superset of WAP1 protocol, a WAP 2.0 Gateway/Proxy also includes the WAP 1.x Gateway functionality. 

Push Proxy Gateway (PPG) – a proxy gateway that provides push proxy services. 

Push Initiator – the entity that originates push content and submits it to the push framework for delivery to a user on a client.  

Push User Agent – The Push UA handles the messages pushed to the device using the Push protocol. Pushed messages may be of a Service Indication or Service Load type. The subsequent actions depend on the UA destined for the pushed message, e.g. it may trigger the browser to access a URI, etc.

11.3 Description Reference Points

Referring to Figure 7, the following reference points are defined in the OMA Browsing specification. 

11.3.1 Reference Point B-1

B-1 is defined between the browsing client and the origin server. It allows direct communication between the client and the server. It allows Markup languages (WML, XHTMLMP), scripting languages (WMLScript, ESMP), and any other supported content types to be transmitted over HTTP/1.1.

11.3.2 Reference Point B-2

B-2 is defined between the browsing client and the WAP 1.x Gateway. It allows WML, WMLScript, and any other supported content types to be transmitted over WSP. 

11.3.3 Reference Point B-3

B-3 is defined between the browsing client and the WAP 2.0 Gateway/Proxy. It allows Markup languages (WML, XHTMLMP), WMLScript, ESMP, and other content types over WSP or W-HTTP. 

11.3.4 Reference Point B-4

B-4 is defined between the WAP 1.x Gateway and the origin server. It includes any content types B-2 supports, plus any other content types that the WAP 1.x Gateway translates, over HTTP/1.1.

11.3.6 Reference Point B-5

B-5 is defined between the WAP 2.0 Gateway/Proxy and the origin server. It includes any content types B-3 supports, plus any other content types that the WAP 2.0 Gateway/Proxy translates, over HTTP/1.1.

11.3.8 Reference Point P-1

P-1 is defined between the Push Initiator (PI) and the Push Proxy Gateway (PPG). The Push Access Protocol (PAP) [PAP] needs to be supported at the reference point.

11.3.9 Reference Point P-2

P-2 is defined between the client and the PPG. Contents are pushed to client using the Push Over-The-Air (Push OTA) Protocol [PushOTA].

11.4. Description of Functions

First we consider the relationship between the Browsing Enabler and other service enablers in the OMA framework. The Browsing Enabler is one of the basic enablers that do not depend on other . From the current specification, it can be seen that Browsing can benefit from the use of the User Agent Profile (UAProf) enabler and OMA Download. 

User Agent Profile Enabler [UAProf] – UAProf [UAProf] captures classes of device information for content formatting by origin servers, proxies and other interim servers. This device information is referred to as Capability and Preference Information (CPI). It includes information about the hardware platform, software platform, browser, network characteristics, and supported browsing characteristics. 

OMA Download [DLARCH, DLOTA] – OMA Download is based on the already existing and successful Basic HTTP Download and MIDlet Download services, but extends Basic HTTP Download with two additional steps, namely, the download of a description of the media object before the download, and the posting of a status report to a Web site after the download.

[Author’s note: OMA Upload (based on HTML upload) service is being specified and should be included here when it is completed.]

Next, we consider any other technologies or functionalities that the Browsing enabler is dependent on. The following is a list of these functions:

· Browser Application

A browser is an application in the wireless terminal that co-ordinates the user-interface. It is analogous to a standard web browser.

· Origin Servers

An origin server is the server on which a given resource resides, or is to be created. It is often referred to as a web server or an HTTP server.

· Gateway/Proxy/PEP

The term “proxy” in OMA Browsing architecture generally refers to the gateway/proxy/PEP entities that provide various functionalities. A protocol gateway translates requests from a wireless protocol stack (i.e. the WAP1 stack) to the WWW protocols (HTTP/1.1 and TCP/IP). A proxy is an intermediary program that acts as both client and server and makes requests on behalf of other clients. Requests may be serviced internally or by passing them on to other servers, with possible translation. A performance enhancing proxy (PEP) may also provide functions of protocol enhancement, transcoding or any number of other optimization or transformation functions. 

· Markup Languages

· XHTML Mobile Profile [XHTMLMP] – W3C’s HTML has evolved into XHTML. XHTML Basic has been defined and can be used as the foundation for an extension to the XHTML family of markup languages. XHTML Mobile Profile is built on top of XHTML Basic with additional extensions. A pure XHTML Basic document is also a valid XHTML MP document. Hence an XHTMLMP browser can accept both XHTML Basic and XHTMLMP documents.
· WML – WML is a markup language based on XML defined for use in mobile devices. WML1 [WML1] is introduced in the WAP Version 1 WAE platform. WML2 [WML2] is built on top of XHTML Basic with additional wireless extension modules that provide the WML specific features. WML2 provides the convergence with the existing Internet standard as well as backward compatibility to WML1. It should be noted that WML1 and WML2 have been deprecated in WAE version 2.1.
· WBXML [WBXML] – WAP Binary XML is a compact binary representation of the XML used in WAP1. WBXML encoding for some formats are removed or deprecated in WAP version 2. Therefore WML2 documents cannot be encoded into WBXML.
· Style sheets

Wireless Cascading Style Sheet (WCSS) [WCSS], which is based on the Mobile Profile of CSS (Cascading Style Sheet) from the W3C, allows enhancement of content presentation without sacrificing device-independence. WCSS can be used to style both WML2 and XHTMLMP contents. 
· Scripting languages

· WMLScript [WMLScript] – a lightweight scripting language based loosely on ECMAScript [ECMAScript]. It provides programmable functionality to be used in clients that has limited capabilities as well as narrow-band communication links. WMLScript and the associated WMLScript Standard Libraries are deprecated in WAE version 2.1. 

· ECMAScript Mobile Profile [ESMP] – provides the general scripting capability for the WAE version 2.1 user agent and beyond. ESMP is based on a profile of ECMAScript targeted at mobile devices. ESMP inherits much from the ECMA327 [ECMA327] profile of ECMAScript Edition 3. It is designed to augment XHTMLMP and WCSS by providing  procedural functionality that complements the document capabilities of markup and stylesheets.Other Content Types
In addition to contents written in markup languages, scripting languages, and style sheets mentioned above, the WAE also supports various other content formats. These include WBMP images, vCard, vCalendar, etc.

· Transport mechanisms

Various transport protocols are used to transport contents between browsing client and origin server, browsing client and proxy, and between proxy and server. They include the WAP1 stack, W-HTTP and WP-TCP as introduced in WAP v2.0, and ordinary HTTP/1.1 and TCP/IP stack. These protocol stacks are discussed in more details in the next sub-section. 

· Secure protocols
Various secure protocols are needed to provide secure communication between the client and origin servers over the secure interfaces as shown in Figure 7. These include the Wireless Transport Layer Security (WTLS) for the WAP1 stack, and WAPTLS, which is a wireless profile of TLS for use with the WAP2 HTTP/1.1 and TCP/IP protocol stack. These are discussed in more details in the next section. 
· Pictogram

“WAP Pictogram Specification” [PICT] defines the common pictogram set and the format of its use within content. The common pictogram set is a set of pictograms that the User Agents recognise. Content authors may use thse images to promote efficiency of communication, data transfer and network traffic. Manufacturers may install images of pictograms that are proprietary to a device (e.g. size, colour, image format, etc).

· External Functionality Interface (EFI) [EFI]

EFI allows for new kinds of functionality into a wireless terminal, either through the integration of new features into the terminal or by allowing external devices to be connected to the terminal. EFI is a framework where applications are to access External Functionality in a uniform way through the EFI Application Interface (EFI AI). EFI services are accessible through Script and Markup APIs. 

· Wireless Telephony Application (WTA) [WTA]

The Wireless Telephony Application is an application framework for telephony services. WTA extends the standard WAE user agent by adding capability to interface with mobile network services available to a mobile telephony device, e.g. setting up and receiving phone calls. To do this, the WTA provides markup and script interfaces, called the “Wireless Telephony Application Interface” [WTAI]. WTAI comprises of the Public WTAI, which contains simple non-event-generating services; and the Network WTAI, which contains a set of common and network specific function for event handling.

11.5 Description of Protocols

11.5.1 WAP1 stack

A WAP1 client uses the “WAP1 stack” for communication with the WAP proxy. The WAP1 stack consists of the following protocols:

· Wireless Session Protocol (WSP) [WSP] – WSP provides HTTP/1.1 functionality and incorporates new features, such as header binary coding, long-lived sessions with static header caching in proxy, and support for push. WSP provides the upper-level application layer of WAP with a consistent interface for two session services, including a connection-mode service, and a secure or non-secure datagram transport service. 

· Wireless Transaction Protocol (WTP) [WTP] – WTP is a light-weight transaction oriented protocol suitable for “thin” clients and operates efficiently over wireless datagram networks.

· Wireless Datagram Protocol (WDP) [WDP] – WDP provides a consistent general datagram service to the upper layer protocols by communicating transparently over one of the available underlying bearer services.

11.5.2 WAP2 stack

A key feature of WAP 2.0 is the introduction of Internet protocols into the WAP environment. Therefore a WAP2 client can communicate with a proxy or an origin server using the following IP protocol stack: 

· Wireless Profiled HTTP (W-HTTP) [W-HTTP] – WP-HTTP specification is a profile of HTTP defined for wireless environment. It is fully interoperable with HTTP/1.1 [HTTP/1.1]. In addition, W-HTTP supports message body compression of responses and the establishment of secure tunnels.

· Wireless Profiled TCP (WP-TCP) [WP-TCP] – WP-TCP specification is a profile of TCP optimised for the wireless environment and is fully interoperable with TCP.

It should be noted WAP version 2.0 also supports WAP1 protocol. 

A Gateway/Proxy/PEP communicates with an origin server using HTTP/1.1 over TCP/IP. 
11.5.4 Secure Protocols

For datagram-oriented protocol stack of the WAP1 stack consisting of WSP, WTP and WDP:

· Wireless Transport Layer Security (WTLS) [WTLS] – WTLS provides a secure transport service interface that preserves the transport service interface below it. It provides functionality similar to TLS 1.0 and incorporate additional features such as datagram support, optimised handshake, and dynamic key refreshing.

For connection-oriented protocol stack with W-HTTP over WP-TCP:

· WAP Transport Layer Security (TLS) [WAPTLS] – A wireless profile of the TLS protocol allows interoperability of secure transactions. The profile defines cipher suites, certificate formats, signing algorithms and the use of session resume for TLS. TLS tunnelling is also defined to offer end-to-end security at the transport level.

11.5.5 Push Protocols

For Push operation, the Push Initiator delivers content for the client to the PPG using the Push Access Protocol:

· Push Access Protocol (PAP) [PAP] – A protocol in the Internet domain for delivering of content encoded as defined in [PushMessage] from a Push Initiator to a PPG. It uses XML messages that may be tunnelled through various well-known Internet Protocols such as HTTP. 

Contents are pushed to client using the Push Over-The-Air (Push OTA) Protocol:

· Push Over-The-Air (Push OTA) [PushOTA] – The Push OTA protocol is based on WSP and W-HTTP. Push OTA protocol over WSP is called OTA-WSP. Push OTA protocol over W-HTTP is called OTA-HTTP. The corresponding secure versions are Push OTA-WSP over WTLS and Push OTA-HTTP over TLS respectively.

12. Security Management Services

12.1 Parlay/OSA Trust and Security Management Service

12.1.1 Introduction

A general description of the Parlay/OSA architecture can be found in section 6. 

12.1.2 Main Components and Short Description
The Trust and Security Management Interfaces provide:

· the first point of contact for a client to access the Service Enablers of a Service provider;

· the authentication methods for the client and Service provider to perform an authentication protocol;

· the client with the ability to select a service capability feature to make use of;

· the client with a portal to access other Parlay/OSA interfaces to common functions, like Integrity Management (Section 13), Registration and Discovery (Section 14), Service Lifecycle Management (Section 15) Event Notification (Section 16), Charging (Section 17), and Policy Management (Section 18).

The process by which the client accesses the Service provider has been separated into 3 stages, each supported by a different set of Common Function interfaces:

1. Initial Contact with the Service Provider;

2. Authentication;
3. Access to remaining set of Common Function interfaces and the Service Capability Features.
For a more detailed description of the OSA/Parlay Trust and Security Management Enabler, please refer to [29189-03].

12.1.3 Description Reference Points

The reference point applicable for this enabler is O-1 and O-2. A description of this reference point can be found in sections 6.3.1 and 6.3.2.

12.1.4 Description of Functions

For a description of the functions, please see above.

13. Integrity Management Services

13.1 Parlay/OSA Integrity Management Service

13.1.1 Introduction

A general description of the Parlay/OSA architecture can be found in section 6. 

13.1.2 Main Components and Short Description
This interface is used to inform the application of events that affect the integrity of the Service Procider or Client Application. It includes Fault Management, Load management, Heart Beat Management, and some OA&M functionality.

For a more detailed description of the OSA/Parlay Integrity Management Enabler, please refer to [29198-03].

13.1.3 Description Reference Points

The reference point applicable for this enabler is O-1 and O-2. A description of this reference point can be found in sections 6.3.1 and 6.3.2.

13.1.4 Description of Functions

For a description of the functions, please see above.

14. Registration and Discovery Services

14.1 Parlay/OSA Registration and Discovery Service

14.1.1 Introduction

A general description of the Parlay/OSA architecture can be found in section 6. 

14.1.2 Main Components and Short Description
Service Discovery After successful authentication, applications can obtain available common functions and use the discovery function to obtain information on authorised network service capability features. The Discovery function can be used at any time after successful authentication.

Service Registration Before a service can be brokered (discovered, subscribed, accessed, etc.) by an enterprise, it has to be registered with the Registration and Discovery Service. Services are registered against a particular service type. Therefore service types are created first, and then services corresponding to those types are accepted from the Service Suppliers for registration in the Registration and Discovery Service. The Registration and Discovery Service maintains a repository of service types and registered services. In order to register a new service in the framework, the service supplier must select a service type and the "property values" for the service.  The service discovery functionality described above enables the service supplier to obtain a list of all the service types supported by the framework and their associated sets of service property values.
For a more detailed description of the OSA/Parlay Registration and Discovery Management Enabler, please refer to [29189-03].

14.1.3 Description Reference Points

The reference point applicable for this enabler is O-1 and O-2. A description of this reference point can be found in sections 6.3.1 and 6.3.2
14.1.4 Description of Functions

For a description of the functions, please see above.

15. Service Lifecycle Management Services

15.1 Parlay/OSA Service Lifecycle Management Service

15.1.1 Introduction

A general description of the Parlay/OSA architecture can be found in section 6. 

15.1.2 Main Components and Short Description
Service Agreement Management Before any application can interact with a network service capability feature, a service agreement must be established. A service agreement may consist of an off-line (e.g. by physically exchanging documents) and an on-line part. The application has to sign the on-line part of the service agreement before it is allowed to access any network service capability feature.

Service Instance Lifecycle Manager The IpServiceInstanceLifecycleManager interface allows access to a service manager interface of a service.

Service Subscription In some cases, the client applications (or the enterprise operators on behalf of these applications) must explicitly subscribe to the services before the client applications can access those services.  To accomplish this, they use the service subscription function of the Service Lifecycle Management Service for subscribing or un-subscribing to services.  Subscription represents a contractual agreement between the enterprise operator and the Service Provider. In general, an entity acting in the role of a customer/subscriber subscribes to the services provided by the Service Provider  on behalf of the users/consumers of the service.  In this model, the enterprise operators act in the role of subscriber/customer of services and the client applications act in the role of users or consumers of services. The Service Provider itself acts in the role of retailer of services.
For a more detailed description of the OSA/Parlay Trust and Security Management Enabler, please refer to [29189-03].

15.1.3 Description Reference Points

The reference point applicable for this enabler is O-1 and O-2. A description of this reference point can be found in sections 6.3.1 and 6.3.2
15.2 Description of Functions

For a description of the functions, please see above.

16. Event Notification Services

16.1 Parlay/OSA Event Notification Service

16.1.1 Introduction

A general description of the Parlay/OSA architecture can be found in section 6. 

16.1.2 Main Components and Short Description
This interface is used by the services to inform the application of a generic service-related event.
For a more detailed description of the OSA/Parlay Trust and Security Management Enabler, please refer to [29189-03].

16.1.3 Description Reference Points

The reference point applicable for this enabler is O-1 and O-2. A description of this reference point can be found in sections 6.3.1 and 6.3.2
16.1.4 Description of Functions

For a description of the functions, please see above.

17. Charging Services

17.1 Parlay/OSA Charging Services

17.1.1 Introduction

A general description of the Parlay/OSA architecture can be found in section 6. 

17.1.2 Main Components and Short Description
Account Management The account manager interface provides methods for monitoring accounts. Applications can use this interface to enable or disable charging-related event notifications and to query account balances and the transaction history for a certain account.

Content Based Charging The Charging SCF is used by applications to charge for the usage of the applications. The charged user can be the same user as that uses the application. It is also possible that another user will pay the charge. There is support for split charging, reservations, reservation life time management, direct charging, charging based on both monetary as well as non-monetary amounts or volumes, and rating functionality.

For a more detailed description of the OSA/Parlay Charging Enabler, please refer to [29198-11] and [29198-12].

17.1.3 Description Reference Points

The reference point applicable for this enabler is O-3. A description of this reference point can be found in section 6.3.3.

17.1.4 Description of Functions

For a description of the functions, please see above.

18. Policy Management Services

18.1 Parlay/OSA Policy Management Service

18.1.1 Introduction

A general description of the Parlay/OSA architecture can be found in section 6. 

18.1.2 Main Components and Short Description
Policy Management Generally, policy enabled services will be created by a network service provider.  A policy service may also be created by an application service provider (ASP) and hosted in the network. Such services need not be based on published OSA specifications.  However, they will be created using OSA policy management APIs, will conform to the OSA policy information model and will be accessible via OSA defined interfaces.

· The creation, modification and viewing of policy information.
· Publishing of policy events supported by a service.
· Subscription to policy events supported by a service.
· Generation of events.
· Obtaining statistics associated with the use of policies.
Handling of service level agreements (SLA). SLAs may be used to convey authorisation for access or subscription to policy information or to modify or create policy information.

For a more detailed description of the OSA/Parlay Policy Management Enabler, please refer to [29198-13].
18.1.3 Description Reference Points

The reference point applicable for this enabler is O-3. A description of this reference point can be found in section 6.3.3
18.1.4 Description of Functions

For a description of the functions, please see above.

19. Data Session Control Services

19.1 Parlay/OSA Data Session Control Service

19.1.1 Introduction

A general description of the Parlay/OSA architecture can be found in section 6. 

19.1.2 Main Components and Short Description
Data Session Control The Data Session Control provides a means to control per data session basis the establishment of a new data session. This means especially in the GPRS context that the establishment of a PDP session is modelled not the attach/detach mode. Change of terminal location is assumed to be managed by the underlying network and is therefore not part of the model. The underlying assumption is that a terminal initiates a data session and the application can reject the request for data session establishment, can continue the establishment or can continue and change the destination as requested by the terminal.

For a more detailed description of the OSA/Parlay Location Enabler, please refer to [29198-08].
19.1.3 Description Reference Points

The reference point applicable for this enabler is O-3. A description of this reference point can be found in section 6.3.3.

19.1.4 Description of Functions

For a description of the functions, please see above.

20. Terminal Capabilities Services

20.1 Parlay/OSA Terminal Capabilities Service

20.1.1 Introduction

A general description of the Parlay/OSA architecture can be found in section 6. 

20.1.2 Main Components and Short Description
Terminal Capabilities The Terminal Capabilities SCF enables the application to retrieve the terminal capabilities of the specified terminal. Additionally it is possible for the application to request notifications when the capabilities of the terminal change in some way. The terminal capabilities are returned in the form of CC/PP headers

For a more detailed description of the OSA/Parlay Location Enabler, please refer to [29198-07].

20.1.3 Description Reference Points

The reference point applicable for this enabler is O-3. A description of this reference point can be found in section 6.3.3.

20.1.4 Description of Functions

For a description of the functions, please see above.

21. Call Control Services

21.1 Parlay/OSA Call Control Service

21.1.1 Introduction

A general description of the Parlay/OSA architecture can be found in section 6. 

21.1.2 Main Components and Short Description
The Call Control capability supports the following functionality:

· management function for call/session-related issues, e.g. enable or disable call/session-related event notifications.
· call/session control, e.g. route, disconnect.
Generic Call Control

Provides

· Simple Call Control

· no leg manipulation

· no application initiated calls in 3GPP

· Call Gapping (load control)

· Call Supervision (for PrePaid Charging)

· Dynamic triggers (e.g. busy, no answer)

· Static triggers (e.g. call origination)

· Call routing/redirecting

· Advice of Charge

· Charge Plan

Multi Party Call Control

Extends (but does not inherit from) Generic Call Control, by introducing Call Leg manipulation. Includes an IpCallLeg interface for call leg manipulation

· Functionality on both Call and Call Leg level:

· Supervision

· Retrieval of call associated data

· Advice of charge

· Charge plan

· Functionality on Call Leg level only

· Routing/Redirecting

· Event Reporting

· Query last redirected address

· Attach/detach legs to/from a Call

Multi Media Call Control

Extends Multi Party Call Control by inheritance:

· Volume-based Supervision on Call level

· Allow/Deny Addition of Media streams to Call Legs

· Request explicit subtractions of established media streams

· Media stream notification reporting, based on establishment of media streams

· Media stream monitoring, based on addition/subtraction of media stream of an ongoing call

Conference Call Control

Extends Multi Media Call Control by inheritance:

· Floor control, chair/speaker capabilities

· Split/Add sub-conferences

· Resource management

For a more detailed description of the OSA/Parlay Call Control Enabler, please refer to [29198-04-2], [29198-04-3], and [29198-04-4].

21.1.3 Description Reference Points

The reference point applicable for this enabler is O-3. A description of this reference point can be found in section 6.3.3.

21.1.4 Description of Functions

For a description of the functions, please see above.

22. 3GPP/PP2 IMS Architecture

22.1 Introduction

IP Multimedia Subsystem (IMS) is a Session Initiation Protocol (SIP) [RFC3261] based IP multimedia infrastructure that provides a complete architecture and framework for providing multimedia services in a mobile environment. This includes security functions (e.g. authentication, authorization), charging, and default codecs. Thus, IMS provides an excellent platform for globally interoperable IP multimedia services - especially in the mobile environment.

The first release of IMS specifications was defined in the 3GPP Release 5 [e.g. 23002, 23228]. 3GPP2 has also adopted the Release 5 part of their Multimedia Domain (MMD) specifications [e.g. X.P0013.0, X.P0013.2]. 3GPP2 MMD comprises the IMS and the core network packet data subsystem, which in the 3GPP terms would mean the IMS and the packet switched domain.

There is further work done in 3GPP to enhance the IMS. This work is done in the Release 6 specifications. 3GPP2 is also

22.2 Main Components and Short Description

The main components of the IMS architecture are depicted in Figure 8. The functionality of the elements are as following.
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Figure 8 Main components and reference points of IMS architecture

P-CSCF – Proxy Call Session Control Function is the first contact point for the UE. It handles certain SIP related functions (e.g. forwarding of different SIP messages), security related functions (e.g. maintaining security association with the mobile), charging functions, SIP signalling compression/decompression. The P-CSCF can either be in the visited or in the home network.

S-CSCF – Serving Call Session Control Function performs the session control and registration services for the UE. It maintains a session state and interacts with service platforms as needed by the network operator for support of the services. Within an operator’s network, different S-CSCFs may have different functionalities. The S-CSCF is located at the home network.

HSS – Home Subscriber Server is the master database for a given user. It is the entity containing the subscription-related information to support the network entities actually handling sessions.  

CCF – Charging Collection Function is used for offline charging.  An AS or a IMS network entities reports accounting information to CCF. The CCF uses this information to construct and format CDRs. 
OCS – Online Charging System is used for online charging. An AS or a S-CSCF reports credit control information to the OCS. This information is used for onlinebased charging . The OCS is located at the home network.

AS – Application Server may host and execute services. It is offering value added IM services resides either in the user’s home network or in a third party location. The third party could be a network or a stand-alone AS. The Application Server can influence and impact the SIP session on behalf of the user and it uses the ISC interface to communicate with the IMS. In addition, AS can originate SIP requests behalf of the user. The AS can be either a SIP application server, or an OSA service capability server, which exhibit the same interface 
ignallin. The AS is part of operator’s home domain.

22.3 Description Reference Points

ISC Reference Point

In the IMS architecture, application servers are the entities which are hosting and executing services such as presence, messaging, Push To Talk, session forwarding. Therefore there has to be a reference point for sending and receiving SIP messages between (S-)CSCF and an application server. This reference point is called the ISC reference point and the protocol is SIP. ISC procedures can be divided in two main categories: routing initial SIP request to an application server and an application server initiated SIP requests.

· When S-CSCF receives an initial SIP request it will analyze it. Based on analysis the S-CSCF may decide to route the request to an application server for further processing. The application server may terminate, redirect, or proxy the request from S-CSCF. 

· An application server may initiate a request for example on behalf of a user.  

In addition, ISC reference point can be used for session charging between the S-CSCF and online charging dedicated AS.

Gm reference point

All SIP 
ignalling traffic between UE and the IMS are transported via the Gm reference point. IMS implements security and compression functions for SIP 
ignalling at the Gm interface. 

Mb reference point

 This reference point is used to transport user data. Media related parameters are negotiated with SIP. 

Sh reference point
An application server may need user data or need to know which S-CSCF to send a SIP request. This type of information is stored in HSS. Therefore there has to be a reference point between HSS and an application server. This reference point is called the Sh reference point and the protocol is Diameter. The procedures are divided into two main categories: data handling and subscription/notification procedures.

-
Data handling procedures contain possibility to retrieve user data from HSS. Such user data can contain service related data, registration information, identities and even location information from CS and PS domains. AS can also update service related data in HSS via the Sh interface.  

-
Subscription/notification procedures contain mechanisms for an application server to subscribe to receive notifications from the HSS if the data is changed and for HSS to notify the subscribed application server of the data changes.

Ut reference point
The Ut reference point is between the UE and the Application Server. It enables the user to manage information related to his services.  Such as creation and assignment of Public Service Identities, management of authorization policies that are used e.g. by Presence service and conference policy management. The Ut reference point is based on XCAP for presence service.  The conferencing the protocol is still open in 3GPP.

Rf reference point

For offline charging an AS (and IMS network elements) reports accounting information to the Charging Collection Function (CCF). The CCF uses this information to construct and format CDRs. The protocol used for Rf reference point is Diameter.

Ro reference point

For online charging the Ro interface is used by the AS towards the Online Charging System (OCS). The OCS uses this information e.g. in debiting the subscriber’s account. The protocol used for the Ro reference point is Diameter.

22.4 Description of Functions

22.4.1 General

In context of the IMS two different types of functions exist. First, there are functions between the UE and the application server e.g. SIP PUSH. Secondly, there are functions between Ues e.g. end-to-end gaming. Both types of functions are utilizing the capabilities of the IMS, which are described in section 10.4.2.

In addition to capabilities listed in the section 10.4.2 there are IMS internal capabilities. IMS internal capabilities provide registration, authentication, protection and compression of signalling messages and charging functions.

22.4.2 Description of IMS capabilities

The IMS capabilities consist of session management, user data access, event subscription and notification, messaging, data manipulation and conference control. 

· Session management enables sessions, maintains session state and provides control mechanisms e.g. re-direction or detection of unreachable SIP users and indications to requesting entities. Session Management capability is implement with Gm reference point, and with ISC reference point, if AS is involved. 

· User data access provides the service enablers the possibility to retrieve user information, e.g. information whether the IMS subscriber is currently reachable or not. User Data Access capability is implemented with Sh reference point. 

· Event subscription and notification capability provides a generic capability for subscribing to and notification of events e.g. user presence and watcher information. Event subscription and notification capability is implement with Gm and ISC reference point.

· Messaging capability enables the distribution of small multimedia content end-to-end. Messaging capability is implement with Gm reference point, and with ISC reference point, if AS is involved. 

· Data manipulation (a.k.a. group management) provides capabilities to configure, update and store data related to service enablers, e.g. presence authorization policies and access control lists to groups. Data manipulation capability is implemented with Ut reference point.

· Conferencing provides a set of control capabilities related to conference creation, configuration and management. Conferencing capability is implemented with Ut, Gm and ISC reference points.

· Offline Charging provides capability to perform offline charging between an AS (and IMS network elements) and the Charging Collection Function (CCF). The CCF uses reported accounting information to construct and format CDRs. Offline charging capability is implemented with Rf reference point.

· Online Charging provides capability to perform online charging between an AS and the Online Charging System (OCS). Online Charging System is a charging process where charging information can affect, in real-time, the service rendered and therefore directly interacts with the session/service control. Online charging capability is implemented with the Ro or ISC reference point.

22.5 Description of Protocols

In the following, the actual protocols used by a reference point are listed.

· Session Initiation Protocol (SIP) –ISC and Gm reference points

SIP is an application-layer control (signaling) protocol for creating, modifying, and terminating sessions with one or more participants. These sessions include telephone calls, multimedia distribution, and multimedia conferences. SIP invitations used to create sessions carry session descriptions that allow participants to agree on a set of compatible media types. SIP runs on top of several different transport protocols [RFC3261]. 

ISC reference point can also be used for session charging between the S-CSCF and online charging dedicated AS.

· Diameter protocol – Sh, Rf and Ro reference points

3GPP has defined applications on top of the Diameter base protocol that provides an Authentication, Authorization and Accounting (AAA) framework for applications. 3GPP defined applications are used for transporting user data between network entities and real-time credit control.

· XML Configuration Access Protocol (XCAP) – Ut reference point

XCAP allows a client to read, write and modify application configuration data, stored in XML format on a server. XCAP is not a new protocol. XCAP maps XML document sub-trees and element attributes to HTTP URIs, so that these components can be directly accessed by HTTP. XCAP is meant to support the configuration needs for a multiplicity of applications, rather than just a single one. The first use case for XCAP is Presence service. In the future other HTTP-based protocols may be defined for Ut reference point in addition to XCAP based on application needs. XCAP and its Presence related usages are currently work in progress in IETF SIMPLE Working Group and in 3GPP.
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